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Substantial evidence of an important role for estrogen receptor α (ESR1) in bone development and osteoporosis risk has been obtained from studies of cases with mutations of the receptor and cell biology experiments. However, whether the receptor plays a role in the heritability of osteoporosis-related phenotypes in the general population has been uncertain, with numerous studies published, mostly small, and none with convincing evidence one way or the other.

With this background in mind, the study by Ioannidis et al. (1) of ESR1 polymorphisms, in the largest case collection yet reported for any osteoporosis study, is a major advance. The paper reports a study of the genetic effect of three previously identified polymorphisms in ESR1 on osteoporosis. The three polymorphisms are a poly-TA microsatellite (dbSNP rs3138774) in the promoter region and two single nucleotide polymorphisms (SNPs), Pvull (dbSNP rs2234693) and Xbal (dbSNP rs9340799), in intron 1 of ESR1. The conclusion from this study is a lack of association between any of these markers with BMD at any site, but an association of Xbal with all fractures ($p = 0.002$). This association was particularly significant with regard to vertebral fracture, where there was a 35% reduction in fracture risk in women homozygous for the minor allele (i.e., the XX genotype), with no association detected in men.

This meta-analysis was performed in a cohort of 18,917 subjects from eight European centers. The cohort consisted predominantly of women, with males representing only 23% of the total cohort, still in osteoporosis study terms, a very large sample size. A recent osteoporosis genetics review identified 27 ESR1 association studies (2). The sample size in these studies ranged from 30-900 cases, with the median study having just 124 cases, highlighting what a substantial jump the current study (1) represents. Only three studies genotyped any marker other than the three investigated by Ioannidis et al. (1). A meta-analysis of published data on 5834 individuals genotyped for Xbal and Pvull polymorphisms was published in 2002 by Ioannidis et al. (3), demonstrating increased hip, lumbar spine, and whole body BMD in homozygotes for the minor allele of the Xbal SNP (i.e., the XX genotype) and a reduction in fracture risk.

This paper therefore provides strong confirmation of previous data implicating ESR1 in fracture risk, but a question remains as to whether the polymorphisms studied influence BMD. How do we interpret this? Possible explanations are that the initial meta-analysis finding may have been
wrong or that the current study has failed to detect a true effect, despite being substantially larger than the initial meta-analysis. At this stage, as discussed below, one cannot determine which of these possibilities is correct.

Certainly, retrospective meta-analyses of candidate gene association studies are prone to incorrect conclusions because of publication/reporting bias and should be interpreted with caution. Many investigators do not publish studies when no association is seen, or only publish in abstract format. Meta-analyses also rarely take into account differences in case ascertainment that may be relevant to the genetic findings. Although methods exist to investigate the presence of publication bias, such methods are relatively insensitive. This may not be the case for osteoporosis linkage studies yet to date no meta-analysis has been reported for these.

So what is the power of the current study, and does it represent a model for future osteoporosis genetic studies?

The study power depends heavily on the proportion of the genetic diversity in \textit{ESR1} that is captured by the genotyping strategy. The markers studied by Ioannidis \textit{et al.} (1) were probably selected because they are the variants most commonly genotyped in the past and certainly not because of any genotypic characteristic, such as the proportion of \textit{ESR1} haplotypes they mark or because they themselves are likely to be functional. The first paper studying \textit{ESR1} polymorphisms in osteoporosis gives no rational for the selection of these markers, and subsequent investigators seem largely to have simply followed this lead (4). Indeed, \textit{PvuII} and \textit{XbaI} polymorphisms are located in intron 1, far from the intron-exon boundary, and are thus very unlikely to be functional. Furthermore, they lie only 47 bp from one another and are in strong linkage disequilibrium (LD). Thus, the two SNPs are unlikely to mark different haplotypes, and not much is gained by genotyping both markers, rather than just one. To date, there is no compelling evidence that dinucleotide variants have functional effects, and no data suggest that the microsatellite studied here influences \textit{ESR1} function or expression. The decision to pool microsatellite alleles into those with “low” or “high” repeat numbers (the cutoff repeat length is not stated in the paper) is not based on functional data, nor is it likely that it reflects the evolutionary history of microsatellites.

To assess the proportion of genetic diversity identified in this study, we accessed the International HapMap Project (IHMP) database (see \texttt{www.hapmap.org}), a freely available public resource currently containing genotype data on 90 white individuals on 956,730 SNPs. The \textit{ESR1} gene has been extensively studied by the IHMP, and genotype data is currently available (14th release) on 70 polymorphic SNPs, including \textit{PvuII}. LD analysis using SNPSpD (see \texttt{http://genepi.qimr.edu.au/general/daleN/SNPSpD/}) showed a strong block of LD across the first 37.5 kb of the gene (Figure 1). This means that haplotypes are preserved in this region, but are not commonly carried together with haplotypes from the surrounding region in the general population. This haplotype block contains \textit{PvuII} and \textit{XbaI}, the two SNPs genotyped by Ioannidis \textit{et al.} (1). It extends nearly 18 kb upstream from the beginning of the gene and includes the area where the analyzed microsatellite is also located. From these data, we calculated that only 20\% of all observed \textit{ESR1} haplotypes were “tagged” by the \textit{PvuII} marker. It is unlikely that \textit{XbaI} and microsatellite genotyping would have tagged many haplotypes from the rest of the gene either, as they all lie within the same haplotype block. The mean pairwise LD between \textit{PvuII} and other \textit{ESR1} SNPs is \textit{D’} = 0.47 (Figure 2). \textit{D’} is a measure of LD usually reported in a range from 0 (no LD) to 1 (maximum LD) (5). Thirty percent of SNPs have a \textit{D’} of ≤ 0.3, which is considered the reasonable minimum extent of LD for association studies (6).
Figure 1: Linkage disequilibrium plot across the *ESR1* gene (measured as D') from the International HapMap Project (see [www.hapmap.org](http://www.hapmap.org)). rs2234693 is the *Pvu* II single nucleotide polymorphism (SNP).

Figure 2: Cumulative pairwise linkage disequilibrium (LD) distribution of *ESR1* single nucleotide polymorphisms (SNPs) with rs2234693. The mean pairwise LD is D'= 0.47.
Clearly, much would be gained by studying a greater proportion of the genetic diversity of the gene. No matter how large the sample size, to detect a disease-causing genetic variant, either the variant itself or markers in linkage disequilibrium with it must be studied. Although more labor intensive, the current study could also be improved by using a selection of different markers. Our entropy analysis identified seven specific SNPs that “tag” more than 90% of the information on the genetic variability of ESR1. Only one of the most informative markers for ESR1 is located in the area covered by variable number tandem repeats and the two SNPs analyzed in this study. Failure to ensure that a high proportion of the genetic diversity of a gene has been captured is not isolated to this study, however -- it is the general experience in osteoporosis genetics, with few exceptions.

Although there are other issues with regard to this paper that could have increased its power, we would like to discuss the following three: the use of fracture as a genetic phenotype, application of the appropriate level of significance, and the assessment and impact of population stratification.

There has been a recent trend to use fracture as a phenotype in genetic studies, based on the argument that it is the clinically relevant endpoint. Although successes in mapping genes for “osteoporosis” on the basis of BMD measures have been reported, an ideal measurement for genetic studies would obviously provide more information about the underlying biology/pathology. It is beyond the scope of this review to discuss this topic at length, but characteristics that we see as essential for such a phenotype would include that trait measurement be noninvasive, cheap and precise, correlated with fracture risk, and heritable.

Four studies have now investigated the heritability of fracture. Deng et al. (7) studied the heritability of hip, spine, and wrist fracture in families and showed marginal heritability of hip fracture ($p_{uncorrected} = 0.048$), but not of spine or wrist fracture. A second study by Deng et al. (8) suggested possible (but low) heritability of Colles’ fracture (narrow-sense heritability = 0.28; statistical significance not stated). A recent twin study also supports heritability of Colles’ fracture (9). The interpretation of the findings of a large study of fracture heritability in Scandinavian twins has been debated, with the authors interpreting the findings as not supporting heritability of osteoporotic fracture; however, a reanalysis reaches the opposite conclusion (10,11). Thus, the current evidence suggests that Colles’ and hip fracture may be heritable, but the magnitude of the genetic effect is not so large as to be robust and universally detected. No heritability has been demonstrated for vertebral fracture, the phenotype associated with the Xbal polymorphism here.

The power and reliability of these studies depend on both accurate diagnosis of fracture and exclusion of fracture in unaffected patients. In many fracture studies, fracture data are self-reported, and no screening is performed to exclude fracture in those reporting no fracture history. Although this is probably reasonable for wrist and hip fracture, it is not adequate for vertebral fracture, which often causes no more than minor symptoms and where a self-reported fracture history is known not to be particularly accurate. It is our opinion that fracture should be used in genetic studies with caution, until there is convincing evidence of heritability, and that objective evaluation should be required to confirm the presence or absence of vertebral fracture, if it is to be studied.

The sample size required for fracture studies is also very difficult to obtain. In this very large study, there were 1072 cases of vertebral fracture and 4952 cases of other fracture types. The association reported with vertebral fracture is for a recessive model, with the minor allele homozygote genotype carrying an association with fracture with an odds ratio of 0.65. The power of the study to identify this association was 100% (calculated using statistics at http://statgen.iop.kcl.ac.uk), assuming Xbal is the disease-causing SNP. However, it is more likely that Xbal is a marker of a
haplotype carrying another polymorphism, which causes the genetic dysfunction that leads to the effect on fracture risk. In such a case, the power to have detected an effect on fracture is lower, depending on the degree of LD with the true disease-causing allele and the frequency of that allele in the general population. Assuming a minor allele frequency (MAF) of 0.5, for a significance threshold of \( p < 0.05 \), the study has only 80% power to detect the strength of association reported, if \( D' > 0.69 \). A true disease-causing allele may well have a much lower MAF. Assuming a more realistic SNP MAF of 0.1, the study then has only 5% power, even if \( D' = 1 \). This further highlights the need to study a substantial proportion of the genetic diversity of any candidate gene and the large sample size required. We feel that negative studies should report their power to detect true genetic associations, using likely genetic models.

Because this study only examines a small proportion of the genetic diversity of the \( ESR1 \) gene, it does not exclude the presence of genetic variants of \( ESR1 \) associated with BMD, although it does exclude an effect of the microsatellite and two intronic SNPs on BMD. The paper discusses the apparently different findings for fracture and BMD, suggesting that the biological explanation must be the result of some influence of \( ESR1 \) on bone quality, geometry or turnover, cognition, or muscle strength. We feel that this discussion is premature, as no study has yet been performed that adequately screens the genetic diversity of the \( ESR1 \) gene for involvement in any osteoporosis phenotype, such as BMD or fracture.

Although conservative, criteria for reporting results of linkage studies have been established (12,13). These criteria attempt to take into account the problem of inflation of type 1 errors caused by the large number of statistical comparisons made. No such criteria yet exist for association studies, but are needed. Correction needs to account for the number of markers and genes studied, number of different analyses, and number of different phenotypes assessed. As with many osteoporosis genetic studies, Ioannidis et al. (1) have not estimated the level of correction that would be appropriate, but it would be substantial. The authors studied three markers using diverse genetic analyses, tested BMD association at two sites, and analyzed fractures as all fractures combined or vertebral fractures alone. The analyses were then repeated in men, women, and a combined dataset and for individual markers and haplotypes separately. Methods have been developed to estimate the level of correction appropriate for the number of markers and haplotypes studied, which could be applied to other correlated factors in the analysis, such as the different phenotypes and subsets being analyzed (14,15).

A further unconsidered element is that a prior aim of the Genetic Markers for Osteoporosis (GENOMOS) consortium (http://www.cgkp.org.uk/topics/cam_genetics/reeve.html) was to investigate many different genes. It is widely accepted that for linkage studies, correction should be made for genome-wide analysis, because such an analysis will eventually be performed. Where it is the \( a \ priori \) plan of investigators to study multiple genes, estimating the appropriate level of correction to apply or other methods of confirming the result employed should be considered. If an investigator reports the findings of association tests on several genes in one paper, it would naturally be expected that significance values should be corrected for this. If the investigator chooses to publish separate papers reporting results on individual genes, the same statistical threshold should apply. Clearly, \( p_{uncorrected} < 0.05 \) cannot be considered sufficient evidence of association to be definitive. As genotyping becomes cheaper and more rapid, this problem will increase. Unless appropriately stringent statistical tests are applied, even more confusion as to the reliability of association study findings is likely.

Lastly, we would like to briefly consider the issue of population stratification. Although it is not mentioned in the article, we assume that this cohort is mainly or exclusively white, although the ethnicities involved range from Scandinavian to Mediterranean. These are clearly genetically diverse groups, and methods have been developed to cope
with this situation (16). Stratification is a potential problem for most populations and has rarely been considered in osteoporosis genetic studies. Although its effects may be less obvious in cohort than case-control studies, they nonetheless exist. Because simple effective methods of assessing and dealing with population stratification are available, they should be employed where the problem is likely to exist.

Does this study represent a model for future osteoporosis studies? We hope not – although the large sample size employed here has clarified much about ESR1 and osteoporosis. If sample sizes this large are required to identify genetic effects, screening the whole genome will be unfeasible. The GENOMOS collection is a fantastic resource for osteoporosis genetics studies and undoubtedly will make a significant contribution to the field in the future. However, more efficient study designs will have to be employed if hypothesis-free genetic approaches to identify novel disease-causing genetic associations are to be performed.

In summary, this study is a major advance on previous studies of the ESR1 gene and its effect on BMD and fracture risk. It confirms previous data suggesting that ESR1 genetic variation is a probable cause of osteoporotic fracture (at least vertebral fracture) and excludes an effect from the specific markers studied on BMD. However, whether other ESR1 variants influence BMD is as yet unknown, and the genetic variant(s) responsible for the observed association with fracture have yet to be identified with certainty.
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