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Abstract
Background: The multiple‑choice questions (MCQs) part of the final exam in internal 
medicine at the College of Medicine, King Khalid University is composed of 100 
questions of the one best answer type with four options. Although some basic forms of 
item analysis have been carried out by the department of internal medicine before, the 
data generated has not been used regularly to assess the quality of the questions or for 
feedback for the purpose of quality improvement. Aim: The aim of this study was to 
assess the quality of MCQs used in the final exam in internal medicine during the 1st week 
of January 2013. Methods: The total number of the students of this batch was 58, and 
the total number of MCQs was 100. Item analysis was done using Microsoft Excel 2007. 
The parameters obtained included difficulty index, discrimination index, point biserial 
correlation, and reliability of the exam using Kuder‑Richardson formula (KR‑20), in 
addition to analysis of distractors. Results: The mean difficulty of the questions was 
0.55 (STD = 0.2) and the mean discrimination index was 0.24 (STD = 0.2) with 41 
questions having values below 0.20. Regarding point biserial correlation, the mean 
was 0.16 (STD = 0.12). KR‑20 was found to be 0.79; indicating good reliability and 
the student scores were believed to be reliable. From the 300 distractors assessed, 41% 
were nonfunctioning. The mean number of functioning distractors per item was 1.76. 
Conclusion: The MCQs exam was quite reliable, and the difficulty of the questions 
was reasonable. The discrimination power of most of the questions was acceptable; 
however, a relatively high proportion of the questions had unacceptable discrimination 
index values.
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INTRODUCTION

The multiple‑choice questions  (MCQs) are the most 
common type of  written test items used in undergraduate, 
graduate, and postgraduate medical education.[1] They can 
be used to assess a broad range of  knowledge in a short 
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time.[2] Thus, a wide coverage of  content can be tested 
reliably with MCQs allowing for good test reliability.[3] 
If  the content is well represented, MCQs also allow for 
a high degree of  test validity. It is believed by some that 
MCQs are not suitable for testing high cognitive levels.[4] 
However, this sort of  criticism is thought to be due to bad 
construction rather than to inherent weakness of  the MCQs. 
Appropriately, constructed MCQs result in objective testing 
that can measure knowledge, comprehension, application, 
and analysis.[5] Disadvantages of  MCQs are that they test 
recognition (choosing an answer) rather than constructing 
an answer, they allow for guessing, and they are difficult 
and time‑consuming to construct. To assess the quality 
of  MCQs, item analysis is used. This is the process of  
collecting, summarizing, and using information from 
students’ responses to evaluate the items and the test.[6] 
The parameters computed include item difficulty, item 
discrimination, point biserial correlation, and coefficient 
of  reliability. To complete the evaluation distractor analysis 
is done.

To calculate the difficulty of  an item, the number of  
persons who answered it correctly is divided by the total 
number of  the persons who answered it. Usually, this 
proportion is indicated by the letter P, which indicates 
the difficulty of  the item.[7] P is an important parameter 
which help evaluate the standard of  MCQs used in an 
examination. P is important because it reveals whether an 
item is too easy or too hard. In either case, the item may 
add to the unreliability of  the test because it does not aid 
in differentiating between those students who know the 
material and those who do not. The optimal item difficulty 
depends on the question type and on the number of  
possible distractors.[7]

Discrimination index (D) is considered a good parameter 
for assessment of  the quality of  MCQs used in an 
examination, with abnormal values indicating poor 
quality. If  the test and an item measure the same ability 
or competence, we would expect that those having a high 
overall test score would have a high probability of  being 
able to answer the item. We would also expect the opposite, 
which is to say that those having low test scores would have 
a low probability of  answering the item correctly. Thus, 
D measures the difference between the percentage of  
students in the upper group (PU), i.e., the top 27% scorers, 
who obtained the correct response, and the percentage 
of  those in the lower group  (PL), i.e.,  the bottom 27% 
scorers, who obtained the correct response.[8] A good item 
should discriminate successfully between those who score 
high on the test and those who score low.[9] The greatest 
value of  D lies in its ability to identify questions which are 
discrepant in some way with respect to other questions on 
the exam and must not be used in an absolute way. The 

sources of  the discrepancy are potentially many and need 
to be interpreted by the examiners.[10] A negative value 
suggests that the students in the upper group were misled 
by an ambiguity that the students in the lower group, and 
the item writer, failed to discover relevant information. The 
point Biserial (rPB) correlation is used to find out if  the 
right students are getting the items right, and how much 
predictive power the item has and how it would contribute 
to predictions. It is suggested that rPB tells more about 
the predictive validity of  the total test.[11] It is further 
suggested that rPB is a combined measure of  item‑criterion 
relationship and of  difficulty level.

Kuder‑Richardson formula  (KR‑20) is a reliability 
coefficient. It reflects the internal consistency of  the 
test. KR‑20 values of  0.8 or higher are considered good 
reliability. Unsatisfactorily low KR‑20s could result from an 
excess of  very difficult or very easy items and items with 
low discrimination indices.

A distractor analysis addresses the performance of  those 
incorrect response options. For a distractor (wrong option) 
to be useful, it should represent a common misconception 
among students about the correct answer. The plausibility 
of  distracters is a high priority.[12] However, writing plausible 
distractors is time‑consuming and the most difficult 
part of  the construction of  MCQs. Some of  the main 
flaws in MCQs writing include implausible distracters. 
A distractor is considered nonfunctioning if  it is selected 
infrequently (<5%) by examinees. A good distractor looks 
like a right answer but is not. At least one distractor should 
be obviously wrong, so a student who knows something 
will have an increased chance of  guessing the right answer 
by process of  elimination. The other distractors should be 
reasonable responses, but clearly incorrect to someone who 
understands the material. The other distractors may, in fact, 
be true statements, but not relevant to understanding the 
question being asked.

Some basic forms of  item analysis have been carried out 
routinely by the department of  internal medicine like all 
other departments in the college of  medicine, King Khalid 
University  (KKU), but the data generated has not been 
used regularly to assess the quality of  the questions or for 
feedback for the purpose of  quality improvement. In fact, 
the automatically generated analysis had not been useful 
because of  the division of  each class into four modules.

The purpose of  this study was to investigate the quality of  
MCQs used as part of  the assessment of  final year medical 
students in internal medicine in the college of  medicine, 
KKU. Both quantitative and qualitative parameters for 
individual items and the whole examination were used. 
These included p, D, rPB, r, and distractor effectiveness.
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METHODS

In this cross-sectional study, MCQs was taken from the 
summative assessment test paper of  internal medicine for 
graduating students in January 2013. A  total of  100 test 
items were used. The MCQs items were written by individual 
teachers and vetted at the department of  internal medicine 
by the examination committee for item clarity, accuracy, 
content, and structure. All of  the items were type A MCQs 
consisting of  a stem and four choices, and the students were 
to select one best answer from these four choices. A correct 
answer was awarded one mark, and there were no negative 
marks for the incorrect answers. Microsoft Excel 2007 
was used to perform item analysis. Responses obtained by 
the individual student on each of  the MCQs items were 
analyzed. All the 58 students attempted all the questions. 
P, D, rPB, and KR‑20 were computed. P was defined as 
the proportion of  examinees answering the item correctly. 
It was calculated for each item according to the formula:

P  =  R/T where R is the number of  examinees who 
answered the item correctly, and T is the total number of  
examinees who took that test.

The mean difficulty of  the exam was also calculated by 
taking the average of  all item difficulty indices. D  was 
calculated by ranking the students according to the total 
score and then selecting the top 27% and the lowest 
27% in terms of  total score. D was determined using the 
formula D = (UG − LG)/n (number of  students). Based 
on Ebel’s  (1972) guidelines on classical test theory item 
analysis, items were categorized in their discrimination 
indices Excellent (D>0.39), good (D>0.3 and ≤0.39), 
moderate (D>0.2 and ≤ 0.29), poor (D>0.01 and ≤0.2), 
worst (D<0.01).

In addition, distractor analysis was done. A distractor was 
considered nonfunctioning (NFD) if  it was selected by <5% 
of  students. Frequency distribution was constructed for the 
100 items, which included 300 options  (300 distractors 
and 100 correct responses). All distractors with a choice 
frequency of  <5% were identified. Items with 0, 1, 2, and 
3 NDFs were also identified.

RESULTS

Table 1 shows the distribution of  the questions among 
the ranges of  difficulty index values for the 100 items 
included in the test. Items were classified as very difficult 
(ρ ≤ 0.20), moderately difficult (ρ > 0.20 and ≤0.40), 
intermediately difficulty (ρ > 0.40 and ≤0.60), moderately 
easy (ρ > 0.60 and ≤0.80), or very easy (ρ > 0.80). The 
highest number of  questions  (27) fall in the difficulty 

index ranges 0.61–0.80 while 25 items fall in the range 
0.41–0.60. The mean difficulty of  the test was found to 
be 0.55 (STD = 0.2).

Table  2 represents the distribution of  the 100 MCQs 
among the different ranges of  discrimination index values. 
The highest numbers of  questions  (25) fall in the D 
range group 0.2–0.29. Twenty‑three questions had ≤0.09 
discrimination indices.

In Figure 1, rPB range values and the distribution of  the 
question among them was presented. 44% of  the items 
had ≥0.2.

In Table 3, the total number of  distractors assessed were 
300 (3 per item) out of  which 124 (41%) were NFDs. 
DE was 59%. Seventy-four percent of  the items had 
NFDs, while in  (26%) of  the items all the distracters 
were effective. The distribution of  NFDs per item is 
shown in Table 4. Sixty three percent had one or two 
NFDs while 11% of  the items had three NFDs. The 
mean number of  functioning distractors per item was 
1.76. Determination of  Kuder-Richardson formula yield 
a figure of  0.79.

Table 1: The distribution of the MCQs among the 
different ranges of difficulty indices
Difficulty index Number of questions Degree of difficulty
0-0.2 9 Very difficult
0.21-0.4 24 Moderately difficult
0.41-0.6 25 Intermediate difficulty
0.61-0.8 27 Moderately easy
0.81-1.0 15 Very easy
Total (%) 100

MCQs: Multiple‑choice questions

Table 2: The distribution of the MCQs among the 
different ranges of discrimination indices
Discrimination index Percentage of questions
≤0.09 23
0.1-0.19 17
0.2-0.29 25
0.3-0.39 13
>0.39 22
Total 100

MCQs: Multiple‑choice questions

Table 3: Distractor performance per test
Parameter Value
Number of items 100
Number of distractors assessed 300
NFDs (%) 124 (41)
FDs (%) 176 (59)

NFDs: Nonfunctioning distractors, FDs: Functioning distractors
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DISCUSSION

In general, for tests that are intended to differentiate 
among students, maximum differentiation can be 
achieved in tests of  moderate difficulty  (i.e.,  the 
difficulty index is 50–80%).[8] The distribution of  the 
difficulty indices of  items came very close to what 
is desirable, covering practically the whole range 
of P  values. Difficulty indices of  most of  the items 
were considered quite acceptable since 76% of  the 
questions lie in the acceptable difficulty index values  
of  0.21–0.80.[13] On the other hand, since the purpose 
of  the test was to show students’ levels of  content 
mastery, the 15 items observed to be with high P values 
were expected and ensured that the content area covered 
by them was mastered by most of  the students.[14] 
The questions with difficulty indices ≤0.20 were very 
difficult and were not acceptable. These represent 9% 
of  the total questions included in the exam. Up to 5% 
of  questions in a test is required to be very difficult for 
a balanced test.[14]

Since the minimum acceptable threshold of  discrimination 
index adopted was 0.20, 60% of  the exam questions had 
passed the criteria of  the parameter of  discrimination 
index. In fact, 35% of  the total questions are classified as 
with good or excellent discrimination index. It has been 
reported that any discrimination index of  0.2 or higher 
is acceptable.[15] The 40% of  the questions falling below 
the acceptable level of  0.2 D were not acceptable and a 
source of  concern. The 17% questions in the D range 
0.01–0.19 discriminate poorly, and they needed a careful 
review for the presence of  item flaws in order to improve 
their ability to discriminate. Such questions could be 
either flawed or particularly susceptible to guessing. The 
23 questions falling below 0.01 D value needed careful 
review and were candidates for elimination. The average 

D for all the items was 0.24  (STD  =  0.2). Regarding 
rPB, 44% of  the items were considered of  good quality 
while 47% of  the items need to be reviewed. In 9% of  
the items, rPB was negative, and all of  them have to be 
eliminated [Figure 1].

Based on the criteria of   <5% of  students selection, 
Haladyna and Downing[16] found that over  38% of  
distractors in 477 items on four MCQ options were NFDs 
and were therefore eliminated. Comparatively, NFDs in 
the present study were 41% indicating a slightly higher 
rate. In the same study,[15] the percentage of  items with 3 
FDs (in 4 options items) ranged from only 1.1–8.4% of  
all items while in this study it was 26% indicating a better 
quality. In another study, only 13.8% of  all items had three 
functioning distracters (4 option type).[17] It is interesting 
that Haladyna and Downing found none of  the five‑option 
items had four functioning distracters. For a distractor to 
be functioning, it has to be plausible. In fact, NFDs are 
considered as just fillers that only increase the number 
of  options. However, what really matters is the quality of  
the distractors, not the number.[18] In a meta‑analysis of  
80 years of  research on the number of  options in MCQs, 
it had been concluded that three options was optimal for 
MCQs in most settings.[19]

CONCLUSION

The difficulty indices for the 100 MCQs exam for 58 medical 
students were calculated and found to be acceptable. Based 
on this parameter, the exam was considered to be of  
good quality. Regarding the discrimination indices, most 
of  the questions were of  acceptable quality and few of  
them needed improvement. The quality of  distracters is 
comparable to those reported from similar tests. Some of  
the items with NFDs need to be revised. The results of  the 
analysis should be effectively used for feedback to students 
and staff  to improve the quality of  learning, teaching, and 
future assessment.
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Table 4: Distractor performance per item
NFDs Number of items
None 26
One 35
Two 28
Three 11

NFDs: Nonfunctioning distractors

9%

47%
44%

0%

5%

10%

15%

20%

25%

30%

35%

40%

45%

50%

<0 0 – 0.19 ≥0.2

%

Range

Figure 1: The distribution of the multiple-choice questions among the 
different ranges of rPB
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